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ABSTRACT

We investigate the capability of a transformer pretrained on natural language to
generalize to other modalities with minimal finetuning – in particular, without
finetuning of the self-attention and feedforward layers of the residual blocks. We
consider such a model, which we call a Frozen Pretrained Transformer (FPT), and
study finetuning it on a variety of sequence classification tasks spanning numer-
ical computation, vision, and protein fold prediction. In contrast to prior works
which investigate finetuning on the same modality as the pretraining dataset, we
show that pretraining on natural language improves performance and compute
efficiency on non-language downstream tasks. In particular, we find that such pre-
training enables FPT to generalize in zero-shot to these modalities, matching the
performance of a transformer fully trained on these tasks1.
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Figure 1: A frozen language-pretrained transformer (FPT) – without finetuning the self-attention
and feedforward layers – can match the performance of a transformer fully trained on a downstream
modality from scratch. We show results on diverse classification tasks (see Section A): numerical
computation (Bit Memory/XOR, ListOps), image classification (MNIST, CIFAR-10), and protein
fold prediction (Homology). We also show results for a fully trained LSTM to provide a baseline.

1 INTRODUCTION

The transformer architecture (Vaswani et al., 2017) has shown immense success in deep learning,
serving as the backbone of massively large models for tasks in modeling of natural language (Brown
et al., 2020), images (Dosovitskiy et al., 2020; Touvron et al., 2020), and proteins (Jumper et al.,
2021), as well as multimodal datasets containing both images and text (Lu et al., 2019; Radford

1Code available at github.com/kzl/universal-computation.
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et al., 2021). Inspired by these successes, we seek to explore the generalization capabilities of a
transformer in transferring from one modality to another.

Classical approaches to sequence processing used recurrent neural network (RNN) based-
approaches (Rumelhart et al., 1985; Hochreiter & Schmidhuber, 1997). In contrast, transformers
utilize self-attention layers to extract features across tokens of a sequence, such as words (Vaswani
et al., 2017) or image patches (Dosovitskiy et al., 2020). Furthermore, it has become common
practice to train large models on unsupervised or weakly supervised objectives before finetuning
or zero-shot generalization on a downstream task. However, the downstream tasks that have been
studied are generally restricted to the same modality as the original training set: for example, train
GPT (Radford et al., 2019) on a large language corpus, and finetune on a small task-specific dataset.
Our goal in this work is to investigate finetuning on modalities distinct from the training modality.

We hypothesize that transformers, namely the self-attention layers, can be pretrained on a data-
rich modality (e.g., natural language corpus) and identify feature representations that are useful
for arbitrary data sequences, enabling effective downstream transfer of different modalities without
expensive finetuning of the self-attention layers. In particular, we seek to investigate what pretrained
language models (LMs) are capable of generalizing to other modalities with sequential structure,
including numerical computation, image classification, and protein family prediction.

In Figure 1, we take a transformer model pretrained on natural language data, GPT-2 (Radford
et al., 2019), and finetune only the input and output layers, as well as the positional embeddings
and layernorm parameters. We call this model a Frozen Pretrained Transformer (FPT). On a range
of tasks across a variety of modalities, FPT displays comparable performance to training the entire
transformer or LSTM models, despite finetuning only .1% of the total number of parameters of the
transformer model and none of the self-attention parameters. Additionally, we find FPT models
also convergence faster during training. Our results suggest that the self-attention layers learned
by a language model may have properties amenable to efficient universal computation. Through a
series of experiments, we seek to investigate why language pretraining can transfer to other modali-
ties by examining pretraining regimes, architecture choice, generalization abilities, model size, and
importance of different sets of parameters in a transformer.

2 METHODOLOGY

We use a transformer model with linear input/output layers. Denote the embedding size/hidden
dimension of the transformer as ndim, the number of layers as nlayers, (note ndim = 768 and
nlayers = 12 for the base size models), the input dimension as din, the output dimension (number
of classes) as dout, and the maximum length of the sequence as l. We consider finetuning the
following parameters of a pretrained GPT-2 model (Radford et al., 2019):

• Output layer: it is crucial to finetune the output layer since we are transferring to a completely
new task – we use the simplest possible instantiation of an output network, being a single linear
layer applied to the last output token output by the transformer. This highlights that almost all
the computation is being performed by the frozen transformer. The output layer has ndim × dout
parameters for the weight matrix. For example, for the base models on CIFAR-10, this comes out
to 768 · 10 = 7680 parameters.

• Input layer: it is important to reinitialize a new input layer since we are reading in a new modality;
in essence, we are learning how to query the transformer. This contrasts with prior unsupervised
embedding evaluation techniques, such as linear probing – due to the change in modality, we
instead should train the input layer as well, and evaluate if the frozen intermediate transformer
model performs effective computation. The input layer has din × ndim parameters for the weight
matrix/embeddings, and an additional ndim parameters if there is a bias term. For the base models
on CIFAR-10, this comes out to 16 · 768 = 13056 parameters.

• Layernorm parameters: as is standard practice in other finetuning works (Rebuffi et al., 2017;
Houlsby et al., 2019), we also finetune the affine layernorm parameters (scale and bias), which
adapt to the statistics of the downstream task in a new domain. In GPT-2, layernorm is applied
twice per block, so these are a total of 4 × ndim × nlayers parameters. For the base models on
CIFAR-10, these come out to 4 · 768 · 12 = 36684 parameters.
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• Positional embeddings: though we find these are surprisingly universal between modalities (see
Section ??), we generally see a small benefit to finetuning the positional embeddings which have a
cheap parameter cost of l×ndim. For the base models on CIFAR-10, these come out to 64 ·768 =
49512 parameters.

Given the cheap linear scaling of these parameters, the parameter counts of large transformer models
are dominated by the quadratic (in ndim and l) self-attention and feedforward layers. For the base
CIFAR-10 model with 124M parameters, these come out to approximately 0.086% of the network.

3 EMPIRICAL EVALUATION

3.1 CAN PRETRAINED LANGUAGE MODELS TRANSFER TO DIFFERENT MODALITIES?

We investigate if the self-attention and feedforward layers – the main body – of a pretrained trans-
former can be applied to a classification problem in a different modality without finetuning. To
do this, we apply our base method, where the input embedding layer, output readout layer, and
layernorm parameters are finetuned.

Our results are shown in Figure 1. We find that across all seven tasks considered, FPT achieves
comparable, if not marginally better performance than fully training a transformer. We believe these
results support the idea that these models are learning representations and performing computation
that is agnostic to the modality. We also note that both transformer variants significantly outperform
LSTMs on some tasks, particularly ListOps and CIFAR-10 LRA, which have long sequence lengths
of 512 and 1024, respectively.

We highlight a few important points for contextualizing these results. In particular, we find that
it can be difficult to fully train a 12-layer transformer on some of these (relatively small) datasets,
as training can either diverge/overfit or be unstable. For CIFAR-10, we report the full transformer
results for a 3-layer model, and for CIFAR-10 LRA we report the number given for the 3-layer
model from Tay et al. (2020). From an engineering perspective, this makes the full transformers
harder to tune since we must choose model sizes that are stable and avoid overfitting – see Section
3.4 for more analysis. Furthermore, unlike some other works utilizing transformers for vision, we
do not use convolutional input layers for a clean and fair analysis; only a linear layer is learned.
Note that we also do not use 2D positional embeddings (or other domain-specific techniques), hence
providing very weak inductive prior to the model.

3.2 HOW DOES LANGUAGE PRETRAINING AFFECT DOWNSTREAM PERFORMANCE?

Additionally, to further investigate the importance of language supervision, we also consider pre-
training on the Bit Memory task, which simply allows the transformer to gain supervision working
with arbitrary bit strings and performing memory/denoising. Our results are shown in Table 2. Pre-
training on the bit memory task improves performance compared to the random models, but still lag
behind training on natural language data. Additionally, we find that in terms of number of gradi-
ent steps/samples, pretraining on language leads to the fastest convergence, while pretraining on bit
memory leads to somewhat slower convergence, and both pretraining methods converge significantly
faster than the randomly initialized transformer models (more details in Section 3.5).

Table 1: Test accuracy of pretrained (FPT) vs randomly initialized (Random) models. The trans-
former is frozen. Random transformer initialization performs worse than pretraining with language.

Model Bit Memory XOR ListOps MNIST C10 C10 LRA Homology
FPT 100% 100% 38% 98% 68% 39% 13%

Random 76% 100% 37% 92% 62% 36% 9%

Additionally, to further investigate the importance of language supervision, we also consider pre-
training on the Bit Memory task, which simply allows the transformer to gain supervision working
with arbitrary bit strings and performing memory/denoising. Our results are shown in Table 2. Pre-
training on the bit memory task improves performance compared to the random models, but still lag
behind training on natural language data.
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Table 2: Test accuracy of language-pretrained (FPT) vs bit memory-pretrained (Bit) models. Simply
pretraining on this simple task performs well, but language provides additional supervision.

Model Bit Memory XOR ListOps MNIST C10 C10 LRA Homology
FPT 100% 100% 38% 98% 68% 39% 13%
Bit 100% 100% 37% 97% 63% 37% 8%

3.3 HOW IMPORTANT IS THE TRANSFORMER SELF-ATTENTION ARCHITECTURE?

In Section 3.2 we found that the transformer architecture can already be fairly effective in this
regime, even with only random parameters. Here, we consider using a random LSTM architecture
instead of the transformer, allowing us to consider the raw effect of the architecture in this setting.

Table 3: Test accuracy of randomly initialized transformers vs randomly initialized LSTM models.
Note that unlike in Figure 1, the LSTM here is frozen. Frozen LSTMs perform very poorly.

Model Bit Memory XOR ListOps MNIST C10 C10 LRA Homology
Trans. 76% 100% 37% 92% 62% 36% 9%
LSTM 50% 50% 17% 68% 34% 10% 6%

3.4 DOES FREEZING THE TRANSFORMER PREVENT OVERFITTING OR UNDERFITTING?

Our general findings are that, in contrast to their fully trained counterparts, FPT models under-
fit, which lends them to further improvements by increasing model capacity. For example, in the
CIFAR-10 LRA task, which is maximally difficult due to lack of inductive prior over the sequence
(each pixel is fed in as an arbitrary token only ordered by a raster scan) and relatively small size
of the CIFAR-10 dataset (50k images). In Table 4, we show the train/test gap between FPT ver-
sus training a 3-layer transformer from Tay et al. (2020), which we find to give stronger results
than our experiments; in particular, they are much better than training a 12-layer transformer, which
works poorly. Our results indicate that FPT is generally providing generalizable task representations
without causing overfitting, whereas transformers can overfit arbitrarily poorly in low-data regimes.

Table 4: Train vs test accuracies on CIFAR-10 LRA task.
Model Number of Layers Test Accuracy Train Accuracy

FPT (GPT-2) 12 39% 39%
Vanilla Transformer 3 42% 70%

3.5 DOES LANGUAGE PRETRAINING IMPROVE COMPUTE EFFICIENCY?

We consider the number of gradient steps to converge for FPT vs random transformer models. We
generally find FPT models converge faster, which indicates that we can utilize the language pretrain-
ing to actually gain compute speedups for non-language tasks. Note that the bit memory pretraining
method regime introduced in Section 3.2 generally falls between the two models, and notably is
about 6× slower than FPT on Bit XOR, which is significantly better than random.

Table 5: Number of gradient steps until convergence for pretrained (FPT) vs randomly initialized
(Random) models. Note that we use the same batch size and learning rate for both models.

Model Memory XOR ListOps MNIST C10 C10 LRA Homology
FPT 1× 104 5× 102 2× 103 5× 103 4× 105 3× 105 1× 105

Random 4× 104 2× 104 6× 103 2× 104 4× 105 6× 105 1× 105

Speedup 4× 40× 3× 4× 1× 2× 1×

4 CONCLUSION

We proposed transferring a pretrained transformer-based language model for downstream tasks in
non-language modalities. Through extensive empirical evaluation, we showed that these models
could achieve performance competitive with transformers fully trained on the downstream task with-
out having to finetune the self-attention and feedforward layers.
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A TASKS

We evaluate on a diverse set of classification tasks representative of different modalities. In partic-
ular, we are interested in if language models are inherently capable of universal computation, by
which we mean the ability to learn representations for predictive learning across diverse modalities.

Bit memory. Similar to the task proposed by Miconi et al. (2018), we consider a bit memory task
where the model is shown 5 bitstrings of length 1000. Afterwards, the model is shown a masked
version of one of the bitstrings which has bits masked with probability 0.5, and the model is tasked
with producing the original bitstring. The bitstrings are broken up into sequences of length 50, so
that the model is fed 120 tokens of dimension 50.

Bit XOR. Similar to the bit memory task, the model is shown 2 bitstrings of length 5, where the
model predicts the XOR of the two bitstrings. The bitstrings are shown 1 bit at a time, so the models
are fed 10 tokens of dimension 1.

ListOps. Taken from Tay et al. (2020), the model is shown a sequence of list operations (e.g., [
MAX 4 3 [ MIN 2 3 ] 1 0 ]) and tasked with predicting the resulting output digit. This
task evaluates the ability of a model to parse mathematical expressions and evaluate over a long
context. The model is shown 1 token at a time, so the models are fed 512 tokens.

MNIST. We use the standard MNIST benchmark, where the model must classify a handwritten digit
from a 32× 32 black-and-white image. The tokens given to the model are 4× 4 image patches, so
the models are fed 64 tokens of dimension 16.

CIFAR-10. We use the standard CIFAR-10 benchmark (Krizhevsky et al., 2009), where each tokens
given to the model are 4× 4 image patches, so the models are fed 64 tokens of dimension 16.

CIFAR-10 LRA. This is a modified version of the above task taken from the Long Range Arena
benchmark where the images are converted to grayscale and flattened with token length of 1 (Tay
et al., 2020). As a result, the input sequence consists of 1024 tokens of dimension 1. This task is
more challenging than vanilla CIFAR-10 classification above as the models must learn patterns over
a significantly longer sequence length.

Remote homology detection. In this task, we are interested in predicting the fold for a protein,
represented as an amino acid sequence. We use the datasets provided by TAPE (Rao et al., 2019; Fox
et al., 2013; Hou et al., 2018), which generates a train/test split by holding out certain evolutionary
groups. There are 20 common and 5 uncommon amino acids, and there are 1195 possible labels to
predict. We only consider sequences of length less than 1024 for simplicity. The models are thus
fed up to 1024 tokens of dimension 25.
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